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The Normal Distribution
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The Normal Distribution

The Gaussian Distribution

正態分佈

⾼高⽒氏分佈
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Johann Carl Friedrich Gauss ⾼高斯 (1777 – 1855)
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• It is often appropriate to use the 
normal distribution as the 
distribution of a population or 
random sample.

• The normal distribution is 
frequently employed in inferential 
statistics.

Why we learn Normal 
distribution?
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Probability density function 
of normal distribution
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Probability density function of 
standard normal distribution



Standardizing normal distributions
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Finding percentages for a normally distributed variable 
from areas under the standard normal curve
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Standardized normal Curve

Location (mean) = 0
Spread (standard Deviation) = 1
Skewness = 0
Kurtosis = 3
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Assessing 
Normality; Normal 

Probability Plots
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Other tests of assessing 
Normality

• Comparing Histogram with Normal curve
• Back-of-the-envelope test
• D’Agostino K-squared test
• Jarque-Bera test
• Anderson-Darling test
• Cramer-von Mises criterion
• Likkiefors test
• Kolmogorov-Smirnov test (STATA)
• Shapiro-Wilk test (SPSS)



23/02/16 Prepared	   by	  Dr.	  Wong	  Kai	  Choi 18

When you read a paper...

The mean age of 200 members of 
a social center is 42, and the 
median age is also 42.  Is the age 
of 200 members is normally 
distributed?
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When you read a paper...

The mean score of final examination (full 
mark is 100) of 89 students  is 75, and its 
standard deviation is 21.  Is the score is 
normally distributed?  If not, is it right 
skewed or left skewed?
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Central Limit Theorem



Central Limit Theorem
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As sample size gets 
large enough, the 
sampling distribution of 
sample mean tends to 
become a Normal 
Distribution regardless 
of the shape of the 
original population.

X



How Large is ‘Large Enough’ ?

• For most distributions, n > 30 
• For fairly symmetric distributions, n > 15
• For normal distribution, the sampling distribution 

of the mean is always normally distributed
• Refer to the following website:
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http://www.statisticalengineering.com/central_limit_theorem.htm
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Parametric and Non-
Parametric Tests

• Different definition and it is a confusing concept
• Inferential methods concerned with parameter;
• Methods related to theoretical distribution (t-

test; chi-squared test; z-test)
• Methods with assumption of normality of 

population (z-test; t-test)
• Choose appropriate tests according to data type, 

data distribution, sample size, ...



T test
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History
• The t-statistic was 

introduced in 1908 by 
William Sealy Gosset, a 
chemist working in 
Dublin, Ireland 
("Student" was his pen 
name).
• He published the test in 

Biometrika in 1908
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T-test for 2 
independent means

• Null hypothesis
• Two samples come from population with 

same means
• Assumptions of test
• Continuous data with normal 

distribution
• Variances are the same or different
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T-test for 2 independent 
means

• Details of the test
• Compares means from 2 independent 

sample
• Based on sampling distribution of 

difference of two samples
• Allow calculate a difference and 

confidence interval of the difference
• Can be calculated by formula or statistical 

program
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T-test for 2 independent 
means

• If assumptions do not hold
• The statistical test is dubious and the p 

value may be wrong
• Try transformation of the data
• It is robust to slight skewness (2 samples 

with same size) but is less robust if 
variances are clearly different
• Skewness and different variance can be 

corrected by transformation.
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Where

Degree of freedom
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T test for paired (matched) 
data

• Also called one sample t-test
• It analyses mean difference in paired sample
• Null hypothesis: means difference is zero (or 

other values)
• Assumption
• differences follow a normal distribution
• variance are constant

• If assumption do not hold – transform the raw 
data (not the difference)
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Where XD and sD is the average and standard 
deviation of the differences

The degree of freedom is n-1
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Z test
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Z test
• Compares means from a sample
• Based on assumption that the sample mean 

distribution is normal (Central Limit Theorem 
for large sample size)
• Allow calculation of differences and a confidence 

interval for the difference
• Can be calculated by formula and statistical 

program
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Z test

• Null hypothesis
• The sample come from populations with 

the same stated mean
• Assumption of the test
• Normal distribution of sample mean
• Sample is large.  Usually, sample size is 

larger than 30.
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Chi squared test
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History
• Pearson's chi-square

test is the best-known of 
several chi-square tests –
statistical procedures 
whose results are 
evaluated by reference to 
the chi-square 
distribution.
• Its properties were first 

investigated by Karl 
Pearson in 1900.
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Chi-squared test

• Tests for association between two categorical 
variables
• Based on the chi-squared distribution with n 

degree of freedom
• n = (no. of row – 1) x (no. of column – 1)
• It gives p value but not direct estimate or 

confidence interval as z test
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Chi-squared test
• Rationale of test
• Calculates the frequencies that would be 

expected if there was no association
• It compares the observed frequencies 

and expected values
• It they are very different, this provides 

evidence that there is an association
• The test uses a formula based on chi-

squared distribution to give p value
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Chi-squared test
• Null hypothesis
• There is no association between the two 

variables in the population form which 
the samples come

• Assumptions of test
• Large sample size
• At least 80% of expected frequencies 

must be greater than 5
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where
Χ2 = Pearson's cumulative test statistic, which 

asymptotically approaches a χ2 distribution.
Oi = an observed frequency;
Ei = an expected (theoretical) frequency, 

asserted by the null hypothesis;
n = the number of cells in the table.
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Chi-squared test
• If assumption do not hold
• Collapsing the table
• Continuity correction (Yates’ correction)
• Fisher’s exact test

• Doing chi-squared test
• Always use with frequencies, never use 

percentage
• The formula works with all size tables
• Can be done by computer program
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Yates’ Correction

• Chi-squared test based on frequencies (discrete) 
whilst the chi-squared distribution is continuous.
• The fit is not good in small sample size
• Yates’ correction modified the chi-squared formula 

to make better fit
• Corrected p value (slightly bigger) should be 

reported
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where:
Oi = an observed frequency
Ei = an expected (theoretical) frequency, 

asserted by the null hypothesis
N = number of distinct events
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Fisher’s Exact Test
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History
• Fisher is said to have 

devised the test 
following a comment 
from Muriel Bristol, 
who claimed to be able 
to detect whether the 
tea or the milk was 
added first to her cup in 
1922
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Muriel Bristol
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Fisher’s Exact test
• Useful for small samples where chi-squared 

test is invalid
• Tests for an association between 2 categorical 

variables
• Normally used for 2 x 2 tables, but computer 

program allow for bigger tables
• Evaluating the probabilities associated with all 

possible tables which have the same row and 
column totals as the observed data, assuming 
the null hypothesis is true
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Fisher’s Exact test

• Based on exact probabilities, it is 
computationally intensive and may be slow or 
fail for large sample size.
• Give p values but not direct estimate or 

confidence interval
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Fisher’s Exact test

• Null hypothesis
•No association between the two 

variables in the population from which 
the samples come
• Same null hypothesis as the chi-squared 

test
• Assumptions of test
• none
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Fisher’s Exact Test
• Always use with frequencies, never use 

percentages for calculation
• No simple formula, statistical program needed
• Unless with good reason, use the two-sided p 

value
• It gives p values at least as big as the chi-squared 

test.  For large sample size, p values are similar
• If in doubt about the sample size, use Fisher’s 

exact test instead of chi-squared test.
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a b a + b
c d c + d

a + c b + d a + b + c + d



Mann Whitney U test
(Wilcoxon two 

sample signed rank 
test)
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History

• It is also called as Wilcoxon two sample 
signed ranked test.
• It was proposed initially by Frank 

Wilcoxon in 1945, for equal sample sizes, 
and extended to arbitrary sample sizes 
and in other ways by Henry Mann and his 
student Donald Ransom Whitney in 1947
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Mann-Whitney U test

• It is based on the rank of the data
• It gives p value but no estimate
• Given a table of cut-offs, the test is easy to do 

by hand
• If the sample is very small (both smaller 

than three observations), then statistical 
significant is impossible.
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Mann-Whitney U test

• The samples should be unrelated (independent)
• The test can be applied to ordinal data
• The population distributions should have the same 

shape (it tests the whole distribution)
• Tied values in the data
• If number of ties is small, it still satisfactory
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Wilcoxon matched 
pairs test
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History
• It also called Wilcoxon

signed rank test
• The test is named for 

Frank Wilcoxon
(1892–1965) who, in a 
single paper, proposed 
both it and the rank-
sum test for two 
independent samples 
(Wilcoxon, 1945)

23/02/16 Prepared	   by	  Dr.	  Wong	  Kai	  Choi 67



Wilcoxon matched 
pairs test

• Based on the signs of the differences in the 
pairs and the relative sizes of differences rather 
than the actual values
• It gives p values but no estimate
• Given a table of cut-offs, the test is easy to do 

by hand
• If the sample is smaller than 7, then statistically 

significance is impossible
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Wilcoxon matched pairs 
test

• The data should be paired
• The data should consist of numerical 

measurements (interval data)
• The distribution of the differences should be 

symmetrical.  It is difficult to know in 
practice whether the distribution is 
symmetrical or not, but we can apply it with 
small sample size
• The zero difference (tie) should be omitted
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Flowchart for choosing 
the correct hypothesis 
testing procedure for a 
population mean
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Source: Introductory 
Statistics (Neil A. Weiss)



Flowchart for choosing 
the correct hypothesis-
testing procedure for 
comparing two 
population means
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Source: Introductory 
Statistics (Neil A. Weiss)
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