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What is Statistics?



Mathematics and Statistics
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Discovery of Fact
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“Every block of stone has a 
statue inside it and it is the task 
of the sculptor to discover it.” –
Michelangelo 
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Physics Chemistry Medicine Literature Peace Economics

In the eyes of statisticians –
it is a bar chart

(6th October 2015 version)
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“A mathematician 
is a machine for 
turning coffee 
into theorems”
- Paul Erdos (1913 – 1996)
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“It is not knowledge, but the act of 
learning, not possession but the act 
of getting there, which grants the 
greatest enjoyment.”

- Carl Friedrich Gauss (1777 – 1855)



“To call in the statistician after the 
experiment is done may be no more than 
asking him to perform a post-mortem 
examination: he may be able to say what 
the experiment died of”

- Sir R.A. Fisher
Indian Statistical Congress (1938)
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Descriptive Statistics



Parameter and Statistics
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Types of variables

Variables

Qualitative Quantitative

Nominal

Interval

Ratio

Ordinal
Discrete Continuous
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Nominal Variables （類別變數） – Variables that have 
no numerical values

Ordinal Variables（有序變數） – values whose order is 
significant, but no meaningful arithmetic like operations 
can be performed.

Interval Variables（等距變數） – an ordinal variables 
that the same magnitudes of the differences between two 
values takes the same meaning.

Ratio Variables（比率變數） – with features of interval 
variables and any two values have meaningful ratio, making 
the operation of multiplication and division meaningful.



Descriptive Statistics

• It described the main features of a 
collection of data quantitatively

• It aimed at summarize the dataset
• There are 4 degrees:
– Location
– Spread
– Skewness
– Kurtosis
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Measures of Central Location
n A measure of central location are used to 

pinpoint the center of a set of data values. It 
is often used to work out a typical value to 
represent the whole set of data.

n There are three commonly used measures of 
central location: 
mean, mode and median. 

The mean is the most common one to be used.
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Location
• It is the first degree
• Mean: the arithmetic means or expected 

value of random variables
• Median: the value separating the higher 

half of a sample from the lower half
• Mode: The most common value among the 

group
• In symmetrical (not only normal) 

distribution: mean = median = mode
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Spread
• It is a second degree
• Standard deviation: related to mean

• Range and Percentile
• Interquartile range: related to median
– It contain half of the sample inside the range
– Upper quartile: separate the higher ¼ and 

lower ¾
– Lower quartile: separate the lower ¼ and 

higher ¾
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Measures of Variability
(Measures of Dispersion)

- Range
- Mean Absolute Deviation
- Variance and Standard Deviation
- Quartiles
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The range

21

–The range of a set of measurements is the 
difference between the largest and the 
smallest measurements.
– Its major advantage is the ease with which 

it can be computed.
– Its major shortcoming is its failure to 

provide information on the dispersion of 
the values between the two end points.
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Quartiles

First, arrange the data in increasing order. Next, determine
the median. Then, divide the (ordered) data set into two
halves, a bottom half and a top half; if the number of
observations is odd, include the median in both halves.

•The first quartile (Q1) is the median of the bottom half of the data set.
•The second quartile (Q2) is the median of the entire data set.
•The third quartile (Q3) is the median of the top half of the data set.

Quartiles



Mean absolute deviation
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Consider the data from a population set: 2, 7, 4, 12, 5. 
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The population variance

24

– This measure of dispersion reflects the values of all the 
measurements.

– The variance of a population of N measurements 
x1, x2,…,xN having a mean     is defined as

N

x
N

i
i∑

=

−

= 1

2

2
)( µ

σ

µ

19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi



The sample variance

– The variance of a sample of n measurements
x1, x2, …,xn having a mean      is defined asX

1

)(
1

2

2
−

−

=

∑
=
n

xx

S

n

i
i

2519/01/16



26

The standard deviation of a set of measurements is 
the square root of the variance of the measurements.

2

2
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Standard Deviation
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Empirical Rules
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Empirical Rules



Skewness

• It is the third degree
• It measure the asymmetry of the 

distribution
• It is calculated by
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Skewness
• Looked at the tail of the (unimodal) distribution
• Positive (right) skewed (mean > median > mode)
• Negative (left) skewed (mean < median < mode)
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Kurtosis
• It is the fourth degree
• It is a measure of “peakedness” of the 

distribution

3119/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi



19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi 32

Normal Distribution t-Distribution

Mean
Standard Deviation

Skewness
Kurtosis

Mean
Standard Deviation

Skewness
Kurtosis

=
=
=

= 3         < 3
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Organizing Qualitative Data
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Organizing Quantitative 
Data
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Boxplot
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Reverse-J-shaped distribution
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The Nature of 
Hypothesis Testing
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Sir Ronald Aylmer Fisher
(1890 – 1962)

Karl Pearson
(1857 – 1936)

William Sealy Gosset
(1876 – 1937)

Pioneers
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Sir Karl Raimund Popper (1902 – 1994)
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The Logic of Scientific Discovery (1934)
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Are all swans white?



Null and Alternative Hypotheses; Hypothesis 
Test

Null hypothesis: A hypothesis to be tested. We use 
the symbol H0 to represent the null hypothesis.

Alternative hypothesis: A hypothesis to be 
considered as an alternative to the null hypothesis. We 
use the symbol Ha to represent the alternative 
hypothesis.

Hypothesis test: The problem in a hypothesis test is 
to decide whether the null hypothesis should be 
rejected in favor of the alternative hypothesis.
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Hypothesis test do a simple job:
REJECT or NOT REJECT the null hypothesis

Null hypothesis and Alternative hypothesis should be: 
Mutually Exclusive
Collectively Exhaustive

Null Hypothesis should be Negation of 
Alternative Hypothesis
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Null and Alternative Hypothesis

Null Hypothesis Alternative Hypothesis

µ≠µ0µ=µ0

µ<µ0

µ>µ0

µ≥µ0

µ≤µ0

For Unpaired Test
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Null and Alternative Hypothesis

Null Hypothesis Alternative Hypothesis

µ1 –µ2 ≠ 0µ1 –µ2  = 0

µ1 –µ2 < 0

µ1 –µ2 > 0

µ1 –µ2 ≥ 0

µ1 –µ2 ≤ 0

For Paired Test



Type I and Type II Errors

Type I error: Rejecting the null hypothesis when it 
is in fact true.

Type II error: Not rejecting the null hypothesis 
when it is in fact false.

19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi 53



19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi 54



19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi 55



Significance Level

The probability of making a Type I error, that is, of 
rejecting a true null hypothesis, is called the 
significance level,    , of a hypothesis test.α
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Relation between Type I and Type II Error 
Probabilities

For a fixed sample size, the smaller we specify the 
significance level, α, the larger will be probability, β, of 
not rejecting a false null hypothesis.
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Value of K corresponding to α and β

Power (1 – β)
Significance level (α)

5% 1% 0.1%
80% 7.8 11.7 17.1
90% 10.5 14.9 20.9
95% 13.0 17.8 24.3
99% 18.4 24.1 31.6
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K is a value related to sample size.  When K increases, 
sample size will increase



Possible Conclusions for a Hypothesis Test

Suppose that a hypothesis test is conducted at a small 
significance level.

• If the null hypothesis is rejected, we conclude that 
the data provide sufficient evidence to support the 
alternative hypothesis.

• If the null hypothesis is not rejected, we conclude 
that the data do not provide sufficient evidence to 
support the alternative hypothesis.
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Critical-Value Approach 
to Hypothesis Testing
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Criterion for deciding whether to reject the null hypothesis



Graphical display of rejection regions for two-tailed, left-
tailed, and right-tailed tests
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H0:µ=µ0
H1:µ≠µ0

H0:µ≥µ0
H1:µ<µ0

H0:µ≤µ0
H1:µ>µ0



Critical value(s) for a one-mean z-test at the significance 
level if the test is (a) two tailed, (b) left tailed, or 
(c) right tailed

α
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Z-value p = 0.05 p = 0.01

Two sided test 1.959964 2.5758293

One-sided test 1.644854 2.3263479



p-Value Approach to 
Hypothesis Testing



P-Value

The P-value of a hypothesis test is the probability of 
getting sample data at least as inconsistent with the 
null hypothesis (and supportive of the alternative 
hypothesis) as the sample data actually obtained. We 
use the letter P to denote the P-value.
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P = 0.004

Null hypothesis can be rejected 
if significance level greater than 
p - value



General steps for the P-value approach to hypothesis testing
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Guidelines for using the P-value to assess the evidence
against the null hypothesis
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Hypothesis Tests Without Significance Levels: 
Many researchers do not explicitly refer to significance 
levels.  Instead, they simply obtain the P-value and use it 
(or let the reader use it) to assess the strength of the 
evidence against the null hypothesis.
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Null hypothesis testing only answer 
a true or false question

You must ask more than one “correct” questions to 
view a simple fact.
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Significance level, 
conventionally, at 5%???
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Sir Ronald Aylmer Fisher
(1890 – 1962)

Statistical Method for 
Research Workers (1925)
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44 STATISTICAL METHODS 

corresponds to a very small number. Fig. 6 
sents a normal curve of distribution. The frequency 
in any infinitesimal range dx may be written as 

I _l (x-m)2 
df= /-e 

0-", 2 7r' 

where x- m is the distance of the observation, x, 
from the centre of the distribution, m; and 0-, called 
the standard deviation, measures in the same units ,., 
the extent to which the individual values are scattered. 
Geometrically 0- is the distance, on either side of the 
centre, of the steepest points, or points of inflexion of 
the curve (Fig. 4). 

In practical applications we do not so often want to 
know the. frequency at any distance from the centre 
as the total frequency beyond that distance; this is 
represented by the area of the tail of the curve cut 
off at any point. Tables of this total frequency, 
or probability integral, have been constructed from 

which, for any value of ::l:_ ___ m_, we can find what fraction 
0-

of the total population has a larger deviation; or, in 
other words, what is the probability that a value so 
distributed, chosen at random, shall exceed a given 
deviation. Tables I. and I I. have been constructed 
to show the deviations corresponding to different 
values of this probability. The rapidity with which 
the probability falls off as the deviation increases is 
well shown in these tables. A deviation exceeding 
the standard deviation occurs about once in three 
trials. Twice the standard deviation is exceeded only 
about once in 22 trials, thrice the standard deviation 

Statistical Methods for Research Workers (1925), p.44
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DISTRIBUTIONS , 45 

only once in 370 trials, while Table I I. shows that 
to exceed the standard deviation sixfold would need 
nearly a thousand million trials. The value for which 
P = '05, or 1 in 20, is 1'96 or nearly 2 ; it is convenient 
to take this point as a limit in judging whether a 
deviation is to be considered significant or not. Devia-
tions exceeding twice the standard deviation are thus 
formally regarded as significant. Using this criterion, 
we should be led to follow up a false indication only 
once in 22 trials, even if the statistics were the only 
guide available. Small effects will still escape notice 
if the data are insufficiently numerous to bring them 
out, but no lowering of the standard of significance 
would meet this difficulty. 

Some little confusion is sometimes introduced by 
the fact that in some cases we wish to know the prob-
ability that the deviation, known to be positive, shall 
exceed an observed value, whereas in other cases the 
probability required is that a deviation, which is 
equally frequently positive and negative, shall exceed 
an observed value; the latter probability is always 
half the former. For example, Table I. shows that the 
normal deviate falls outside the range ± 1'598193 in 
1 I per cent. of cases, and consequently that it exceeds 
+ 1'598193 in 5'5 per cent. of cases. 

The value of the deviation beyond which half the 
observations lie is called the quartile distance, and 
bears to the standard deviation the ratio ·67449. 
I t was therefore a common practice to calculate the 
standard error and then, multiplying it by this factor, 
to obtain the probable error. The probable error is 

Statistical Methods for Research Workers (1925), p.45
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VII. Interclass correlations and the Analysis of Variance
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0.95
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If α = 0.05

P (no Type I error after n cycles)
= (1 – 0.05)n

When n > 13, P < 0.5

In Series
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In Parallel 

If we repeat the same study for 20 times, there 
is one type I error, that is, wrongly reject the 
true null hypothesis.

Usually, the result will be published because it 
is “significant”, “new unusual finding” and 
“eyeball-catching”.



19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi 81



19/01/16 Prepared	
   by	
  Dr.	
  Wong	
  Kai	
  Choi 82

Editorial

David Trafimow and Michael Marks
New Mexico State University

The Basic and Applied Social Psychology (BASP) 2014
Editorial emphasized that the null hypothesis signifi-
cance testing procedure (NHSTP) is invalid, and thus
authors would be not required to perform it (Trafimow,
2014). However, to allow authors a grace period, the
Editorial stopped short of actually banning the NHSTP.
The purpose of the present Editorial is to announce that
the grace period is over. From now on, BASP is banning
the NHSTP.

With the banning of the NHSTP from BASP, what
are the implications for authors? The following are
anticipated questions and their corresponding answers.

Question 1. Will manuscripts with p-values be desk
rejected automatically?

Answer to Question 1. No. If manuscripts pass the
preliminary inspection, they will be sent out for review.
But prior to publication, authors will have to remove all
vestiges of the NHSTP (p-values, t-values, F-values,
statements about ‘‘significant’’ differences or lack
thereof, and so on).

Question 2. What about other types of inferential stat-
istics such as confidence intervals or Bayesian methods?

Answer to Question 2. Confidence intervals suffer
from an inverse inference problem that is not very differ-
ent from that suffered by the NHSTP. In the NHSTP,
the problem is in traversing the distance from the prob-
ability of the finding, given the null hypothesis, to the
probability of the null hypothesis, given the finding.
Regarding confidence intervals, the problem is that,
for example, a 95% confidence interval does not indicate
that the parameter of interest has a 95% probability
of being within the interval. Rather, it means merely
that if an infinite number of samples were taken and
confidence intervals computed, 95% of the confidence
intervals would capture the population parameter.
Analogous to how the NHSTP fails to provide the prob-
ability of the null hypothesis, which is needed to provide

a strong case for rejecting it, confidence intervals do not
provide a strong case for concluding that the population
parameter of interest is likely to be within the stated
interval. Therefore, confidence intervals also are banned
from BASP.

Bayesian procedures are more interesting. The usual
problem with Bayesian procedures is that they depend
on some sort of Laplacian assumption to generate num-
bers where none exist. The Laplacian assumption is that
when in a state of ignorance, the researcher should
assign an equal probability to each possibility. The
problems are well documented (Chihara, 1994; Fisher,
1973; Glymour, 1980; Popper, 1983; Suppes, 1994;
Trafimow, 2003, 2005, 2006). However, there have been
Bayesian proposals that at least somewhat circumvent
the Laplacian assumption, and there might even be cases
where there are strong grounds for assuming that the
numbers really are there (see Fisher, 1973, for an
example). Consequently, with respect to Bayesian pro-
cedures, we reserve the right to make case-by-case
judgments, and thus Bayesian procedures are neither
required nor banned from BASP.

Question 3. Are any inferential statistical procedures
required?

Answer to Question 3. No, because the state of the art
remains uncertain. However, BASP will require strong
descriptive statistics, including effect sizes. We also
encourage the presentation of frequency or distribu-
tional data when this is feasible. Finally, we encourage
the use of larger sample sizes than is typical in much psy-
chology research, because as the sample size increases,
descriptive statistics become increasingly stable and
sampling error is less of a problem. However, we will
stop short of requiring particular sample sizes, because
it is possible to imagine circumstances where more
typical sample sizes might be justifiable.

We conclude with one last thought. Some might view
the NHSTP ban as indicating that it will be easier to
publish in BASP, or that less rigorous manuscripts will
be acceptable. This is not so. On the contrary, we believe

Correspondence should be sent to David Trafimow, Department of
Psychology, MSC 3452, New Mexico State University, P.O. Box
30001, Las Cruces, NM 88003-8001. E-mail: dtrafimo@nmsu.edu

BASIC AND APPLIED SOCIAL PSYCHOLOGY, 37:1–2, 2015
Copyright # Taylor & Francis Group, LLC
ISSN: 0197-3533 print=1532-4834 online
DOI: 10.1080/01973533.2015.1012991
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Nature (26th February 2015)
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StatsLife (5th March 2015)
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In November 2014, Royal Society Fellow 
David Colquhoun published 
‘An investigation of the false discovery rate 
and the misinterpretation of p-values’ stating:
'If you use p=0.05 to suggest that you 
have made a discovery, you will be 
wrong at least 30% of the time'.



Evidence-Based 
medicine relies 
on research with 
5% significance 
level

5% Significance 
Level itself is not 
Evidence Based
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5%
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Three Mathematical Crises

5th century BC 17th century

20th century
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Frist Statistical Crisis

American Scientist (Nov-Dec 2014)
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David Colquhoun ‘An investigation of the false discovery rate and the 
misinterpretation of p-values’, Royal Society Open Science, 19th November 2014
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