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Fact and Truth l

eat Philosopher said:

want to learn more about FACT,
STATISTICIAN;

learn more about TRUTH,
EMATICIAN.”

-

“To call in the statistician after the experiment is
done may be no more than asking him to

form a post-mortem examination: he may

0 say what the experiment died of”

Role of Medical Statistician I

hould be involved in the beginning of study
ise on study design

ion of sample size (if appropriate)
priate statistical test
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If sample size too small

% confidence interval will not be narrow
h to give precise estimate (mean, median
ion)

ive test, a true difference may be

ject involved and the
ion is beneficial with
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» Sample size calculation

» Sampling method

escriptive statistics

of data and data management
test and significant test
f statistical result

-

Sample

t of population

the entire population

ect representation of population
d and large enough, it will

-

lasting of resource, including time, money;,
ower, etc.

istic study, positive result (in

est) with low clinical significant

If the sample size too large



Sample size for means estimation

formation required

dard deviation (SD) of the measure being
d (can be from previous studies)

width of the confidence interval (d)
interval (ClI) (95%, 99% , 90%, etc)

Sample size for proportion estimation

ormation required
xpected population proportion, p

ired width of the confidence interval (d)
interval (CI)

Sample size for comparative studies

» Sample size calculation aim at minimize the
e | and type Il error

error — we conclude that there is a

between groups in the target

en in fact there is not.

conclude that there is no

e groups in the target
ere is a real

Sample size for means estimation

Cl)2 x4 (SD)? /

% confidence interval, Cl = 1.96
nfidence interval, Cl = 1.64
nce interval, Cl = 2.58

Sample size for proportion estimation

Cl)2 x 4 p(1-p)/ d?

% confidence interval, Cl = 1.96
fidence interval, Cl = 1.64
nce interval, Cl = 2.58

Sample size for comparative studies

* Clinically important difference — the minimum
inically important difference is determined
ician who would not want the study

t should be clinically meaningful but
ly meaningful

| (o) — it is the probability of

) —where g is the
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Sample size for comparing means Sample size for comparing proportions

 The information required:

The information required:
— The standard deviation (SD) of the measure being g

e expected population proportions in group 1, P,

Value of K corresponding to « and g Assumption for sample size calculation

» There was no sample lost till the end of study
nce the samples was selected.

are equal sample size in each group of

Significance level (a)
1%
80% 8 11.7
90% 14.9
95% 3. 17.8
99% 241

Power (1-p)

imple random sample selected at

ster sampling and regression
ugh (> 50 in each group)
for analysis

Other issues

* We can select more sample if we expected that
ere are sample lost during study




Different types of sampling

» Simple random sampling
 Systematic sampling
» Stratified sampling

Simple Random Sampling

Advantage
old standard of sampling
tail of each sample is needed

Systematic sampling

* Advantage
Easy to perform

ect of stratified sampling

or if the list order in particular
a man followed by a

ividual has equal chance of being selected

he whole list in sampling frame

list ranked in a group followed by another, it
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Simple Random Sampling

* You should have whole list of subjects in
mple space
ach subject with a number

n sample from sample space,
number form computer or

ith the random

Systematic sampling

» We got whole list in sampling frame and label the
ubject by natural number

late interval | = population size / sample

00se a number less than | from
or random number table and
ple which label by the

by interval | till the

Stratified Sampling

+ Put each subject into one of the strata in which
ach stratum must be mutually exclusive and all
must include all subject.

acteristics of subjects in particular

Id be homogenous.

, select a proportion of sample
mpling or systematic

ample (the proportion =




™

Stratified Sampling

» Advantage
We will not miss sample from minority group
inimal sampling error

owWer consuming
ic of each individual must be known

ay be larger than expected if
there are some strata with

Cluster Sampling

» Advantage
Whole list of the population is not necessary

Convenience Sampling

» There was no limitation

u can select any sample you like and agree
interviewed or join the test
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Cluster Sampling

» Divided the population into several clusters
the difference in characteristics of subjects in
cluster should be minimal)

selected few clusters

ster, collect the list of sampling
d certain number of sample
simple random sampling,
tratified sampling.

Quota Sampling

» Each interviewer assigned certain number of
mple to be interviewed (location of selecting
mple may also be fixed)

portion of characteristics are

alf should be female)

ple achieved, the

Randomization

» Randomization reduces bias by equalising so-
lled factors ( independent variables) that
ot been accounted for in the




-

Location

t is the first degree

: the arithmetic means or expected value
variables

lue separating the higher half of
lower half

on value among the

edian = mode

Standard Deviation
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t described the main features of a collection of

Descriptive Statistics

Spread

It is a second degree
ard deviation: related to mean

E[X — )7

: related to median

ple inside the range
igher % and lower %
Y% and higher %

40

-

Skewness

t is the third degree
asure the asymmetry of the distribution

E[(X — ] s



Skewness

oked at the tail of the distribution

(right) skewed (mean > median > mode)
) skewed (mean < median < mode)

Kurtosis

t is the fourth degree
measure of “peakedness” of the

Graph

Example of a XY Graph
opticast uteite

| | I
5 10 5
m x-axis label
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Visualize the data

» Graph
* Histogram
» Boxplot

26

Histogram

Non-intermediated Debt
B percetage of Il debl, 1985

a8
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Stemplot ‘
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Normal Distribution '

ow to realize the data is normally distributed
ot from descriptive statistics
= median = mode

taR-(It can occur in bimodal

Scattergram

Antenna length/ leg length

Types of Data l

ither quantitative or categorical

le is a quantity that is measured or
in an individual and which varies
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Quantitative data

» Can be measured numerically

ontinuous data — lie on a continuum and can take
alue between two limits

data — can take certain value (count)

— differences between values at
of the scale have the same meaning

f two measures has same

an be arranged in a
lest to the largest.

Data Entry

* Give a unique identifier to each subject

de the data before entry (remember the
ing of the code)

tistical program
ransfer form electronic data

the rate of error

Data storing and transporting

 Electronic files

Identifying details should always be removed
n transporting the file

d protected and encrypted
an one copy of the data in two

2014/9/1
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Categorical data

* Individuals fall into a number of separate categories
or classes

mber was assigned for coding purpose, it can be
but not interval data because the “distance”

Data storing and transporting

* Paper forms
File systematically to allow easy access

tifying detail separately from data form
in one location if they are being

opy should always be kept

Data Checking

Check early

Range checks
Consistency
Original forms
Missing data
Snowballing errors

it preference (round
em)

10
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Check the original data form wherever possible to
tify the source of potential data error

ake assumptions or guesses where data
nusual or are missing

should not be deleted simply

Correcting errors

es that are made to the

Hypothesis test

-

Hypothesis test

We decide that we should “reject” the

2014/9/1
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Hypothesis testing

* Set up hypothesis
ind value of test statistics

~

Hypothesis test

We cannot check all the case in the world to
e the hypothesis is true

there is a contra-example, we can

tement or hypothesis

eject a null hypothesis rather
in the world to check a

or Refutability.

11
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Falsifiability

theory can be contradicted by an observation
e outcome of a physical experiment. That
ing is "falsifiable" does not mean it is
that if it is false, then some
periment will produce a

hat is in conflict with it.

Null / Alternative Hypothesis

» The null hypothesis typically corresponds to a
neral or default position, that are capable of
roven false using a test of observed data.
Ily paired with a second hypothesis, the
othesis, which asserts a particular
en the phenomena.

tand that the null

oven. Your data can
fail to reject it.

Hypothesis of one sided paired test

Hy: M, 5 =<0
H,:M, 5>0

H, is null hypothesis
alternative hypothesis

2014/9/1

« Sir Karl Raimund
Popper (1902 — 1994)

* From 1930 to 1936, he

ught secondary school.

Hypothesis of one sided test

Hy: My =Mg
H,: My > Mg

H, is null hypothesis
is alternative hypothesis

Hypothesis of two sided test

Hy : Ms = Mg
H, 0 My # Mg

H, is null hypothesis
is alternative hypothesis

12
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Hypothesis of two sided paired test

Hy:Mp g =0
Hy: M, g#0

o Is null hypothesis
Iternative hypothesis

P value ‘

 Pvalue is the probability of obtaining a test
statistic at least as extreme as the one that was
ctually observed, assuming that the null
othesis is true

is usually regarded as statistically

does not mean “there is no
re is no effect”. It means
vidence for a difference or

» 1532 — First weekly data on deaths in London
(Sir W. Petty)

9 — start of data collection on birth,
es and deaths in France

published demographic study
mortality (J. Braunt)

onjectandi (J Bernoulli)
oyal Statistical

2014/9/1

Reject the hypothesis

he hypothesis is rejected if a sample is
ted whose values are one of the 5% most
outcomes that might occur if the

History of Statistics

+ 1839 — Establishment of American Statistical
Association (Boston)

1889 - Publication of Natural Inheritance (F.

evelopment of chi-squared test (K

ion of first issue of Biometrika

incipal Component

13
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+ 1908 — publication of The Probable error of a
mean (“Student”)

— Pearson create the role of medical

946 — first clinical trial conducted by British
ical Research Council

blication of Regression models and
Cox)

of Bootstrap methods:
kknife (B Efron)

ication of Statistical Methods for
(R A Fisher)
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eduction vs Induction

™

Deductive Reasoning

Hypothesis 1
[Observation Ry

2014/9/1
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» Macroscopically, the survival rate of a
particular disease is n%

icroscopically, if a patient survives, survival

is 100%; if patient dies, survival rate is 0%

Deductive Reasoning

Deductive logic, is reasoning which constructs
evaluates deductive arguments. Deductive
ents are attempts to show that a

ion necessarily follows from a set of
eductive argument is valid if the

Inductive Reasoning

Inductive logic, is a kind of reasoning that
onstructs or evaluates propositions that are
ctions of observations. It is commonly
as a form of reasoning that makes
s based on individual instances.
often contrasted with

15



Inductive Reasoning

|

Tentative J
Hypothesis

By

-

Deductive Reasoning

can only acquire part of the truth with
ive reasoning, depends on the

-

isher played a major role in the canonization
e 5% level as a criterion for statistical

Why 5% is chosen?

is book “Statistical Methods for
” he fixed 5% as the only
able VI (F-distribution).

knew, but fulfils a

2014/9/1
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Clinical Inductive / Deductive Reasoning

nductive Reasoning — symptoms of a patient
and we draw a list of differential

asoning — we have a particular
and compare the symptoms

Table T CiticalValues of the 1 Disibution
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Percentage Points of the Chi-Square Distribution
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Degrees of ‘Probability of 3 larger value of x .
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10 2558 3940 4865 6737 9342 1255 1599 1831 B2
u 3053 4575 SS7B 7584 10341 1370 1728 1968 47m

511 5226 130

123400

1855

5% - evidence based?

e value is fixed in 1925 when the medical

ics and clinical trial is not well established.
nable for social research, as Fisher

y not reasonable in medical

e to show we should
el, we cannot say
based medicine”

History

2014/9/1

o

100

e t-statistic was

"Student"

102
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T-test for 2 independent means

* Details of the test
Compares means from 2 independent sample
d on sampling distribution of difference

T-test for 2 independent means

* |f assumptions do not hold
he statistical test is dubious and the p value

T test for paired (matched) data

« Also called one sample t-test
nalyses mean difference in paired sample
othesis: means difference is zero

llow a normal distribution

— transform the raw

T-test for 2 independent means

+ 53/na)*

(53/10)%/ (o — 1)

is the average and standard

108

2014/9/1
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Z test ‘

» Compares proportions from two independent

Z test ‘ ‘

ull hypothesis
0 samples come from populations with the

subjects with or
ould be greater than

History

Pearson's chi-square test is
e best-known of several
are tests — statistical
hose results

oy reference

19
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Chi-squared test

» Rationale of test

alculates the frequencies that would be
ted if there was no association

s the observed frequencies and

Chi-squared test

* |If assumption do not hold

— Collapsing the table

tinuity correction (Yates’ correction)
exact test

119

Chi-squared test

» Tests for association between two categorical
riables

each variables has only 2 categories, it

hi-squared distribution with n

no. of column — 1)
irect estimate or

Chi-squared test
» Null hypothesis

here is no association between the two
iables in the population form which the

cumulative test statistic, which
proaches a 2 distribution.

frequency, asserted by the

120

2014/9/1

20
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N

O; — E;| - 05)%
B> (o BI05
i=1 :

Yates’ Correction

 Chi-squared test based on frequencies (discrete)
ilst the chi-squared distribution is

modified the chi-squared

B tical) frequency, asserted by the

History

* Fisher is said to have

Fisher’s Exact test Fisher’s Exact test

« Useful for small samples where chi-squared
st is invalid

or an association between 2 categorical

ed on exact probabilities, it is
ationally intensive and may be slow or
e sample size.

for 2 x 2 tables, but computer IR -t o<timate or

bigger tables

ilities associated with all
e the same row and
data, assuming

126

21
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Fisher’s Exact test |

ull hypothesis

association between the two variables in
ulation from which the samples

thesis as the chi-squared test

c d c+d
b+d a+b+c+d

(a+b)!(c+d)l(a+c)(b+ d)!
alblcldln!

Pearson’s correlation

t investigate the strength of a linear
ionship between two continuous variables

when neither variable can be
edict the other

e, the correlation coefficient

2014/9/1

Fisher’s exact test l

Always use with frequencies, never use
centages for calculation

le formula, statistical program needed
ood reason, use the two-sided p

t as big as the chi-squared
ize, p values are similar

)

e, use Fisher’s

-

Pearson’s correlation

ssumption

e relationship is linear

distribution

ificant test — at least one variable to be normally

rvals — both variables should be

e range of interest

22



X - X)(Y; - Y)

~

Car=000 Car=010

Care

Carre 020

Outlier

outlier is removed, r is closer to +1 or -1

Without Outlier

With Outlier

X - X2/, (vi-7)?

a0 2, a0 24,
a0 - &0 *e
o i +.
&0
. 50 .
50 E
o 3 3 3 [ 3 5 ®

Regression squation: § = 104.78 - 4.10x

Cosfficient of determination: R = 0.94

2014/9/1
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tells us how close is the linear relationship
en two variables

een +1 and -1
itive) values indicate negative

Interpretation of r

s
=
70
=
]
P

136

-

influential point is removed, r is closer to 0

Influential point

‘Without Outlier ‘With Outlier

FICKON o]t e,

an{ # ¥ o] w2,

wl e w] e

&0 + 80 *.

S0 + 50 * L

10 s

% a0
R o s w5 @ o

Regression equation: § = 7.51 - 3.32x

Coefficient of determination: R* = 0.55

137

Regression equation: § = 92.54 - 2.5x
Sope: by =-2.5

Cosfficient of determination: R = 0.46

Regression equation: § = 87.59 - 1.6x
Slope: by = 1.6

Cosfficient of determination: R* = 0.52

138

23
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Test and estimate of r

A significant test can be done with null
othesis that r =0

idence interval of r can be calculated
ignificance of r directly related to

e, it may be statistically

~

It is used when none of the 2 variables follows a
mal distribution — it is assumption for
’s correlation.

Spearman’s correlation

TEST
PLE SIGNED

143

2014/9/1

on,
a Email: wongkcsehotmail com
en Department of Pychiatry

- Pamela Youde Nethorsole Fastern Hospital

N

This is calculated using same formula as for
son’s correlation but uses the ranks of the
her than the data values themselves

lues between -1 and +1
tained from statistical

Spearman’s correlation

-

History

« Itis also called as Wilcoxon two sample
igned ranked test.

roposed initially by Frank Wilcoxon

r equal sample sizes, and

itrary sample sizes and in

Mann and his student

ey in 1947

24
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Mann-Whitney U test

* |t is based on the rank of the data
ives p value but no estimate
table of cut-offs, the test is easy to do

very small (both smaller than
hen statistical significant is

HED PAIRS TEST

Wilcoxon matched pairs test

 Based on the signs of the differences in the
irs and the relative sizes of differences rather

149

2014/9/1

. -
Mann-Whitney U test

» The samples should be unrelated (independent)
e test can be applied to ordinal data

ulation distributions should have the
(it tests the whole distribution)

History

* It also called Wilcoxon
signed rank test

he test is named for
ilcoxon

65) who, in a

Wilcoxon matched pairs test

+ The data should be paired

e data should consist of numerical

rements (interval data)

ibution of the differences should be

It is difficult to know in practice

ibution is symmetrical or not,
ith small sample size

should be omitted

25
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GRESSION

Simple Linear Regression

» Slope or regression coefficient is given by

i -y —3) - Tl — 71, T Z;’I:l Y;
i1 (T — T)° i (af) - s (i m)?

Simple Linear Regression

« If there is no relationship between x and y, the
e regression coefficient b will be 0

tested using a form of t test

ion coefficient b is a useful
how the two variables related

al can be calculated for b

Simple Linear Regression

» Estimate the nature of linear relationship

een two continuous variables

dent (response) variable

nt (explanatory) variables

based on least squared

ize the sum of the squares of
ed value — fitted

Interpretation of the equation

» Regression coefficient gives the change in the
come (y) for a unit change in the predictor
e ()

t gives the value of y when x is 0
e mean or expected value of y

Simple Linear Regression

» Assumption

he relationship is linear

istribution of the residuals is normal

ce of the outcome y is constant over x

2014/9/1

26



Multivariate Statistics: the basics l

» To examine the relationship between
riables, e.g., multiple regression
relationship between predictor variables
iscrete—e.g., gender, or continuous—
and a continuous outcome

ance in a certain task
ubjects’ performance
and group status

Multivariate Statistics: Data screening I

* Relationships with other variables
Multicollinearity — strong inter-correlations
ng predictor variables (Jr| > 0.8)

ed in inter-correlation matrices

among the predictor variables
(“Collinearity Statistics™)

2014/9/1

Multivariate? l

When there is more than one predictor variable on
redicting the outcome variable

.g., head size (predictor) and recall (criterion)
Performance (in words) = 0.32 (head size in cm)

t other variables, such as 1Q?

Multivariate Statistics: the basics l

Costs
equires larger sample sizes

ecision using multiple measures of a

iables to capture genuine
idimensional and

-

Multivariate Statistics: Data screening

» How to tackle multicollinearity problems?

To combine closely related variables into a

osite variable (e.g., averaging)—this

some theoretical justifications

ring: transforming the closely related
racting the mean (averaged

27



Multiple Regression: Type

« Standard

— All variables are simultaneously entered into the
ression equation

ression coefficient of each predictor is
hile {holding constant/ partialling out/
the other predictor variables

Multiple Regression: Example 1

JobSatisfaction = 2.411+ (0.512)(SocialSupport) +
—0.109)(Stress) + (0.106)(Income)

ther variables are held constant:

job satisfaction increases by 0.512 for
f an unit of social support

2014/9/1

Multiple Regression

 To assess the relationship between one continuous
outcome variable (Y) and several discrete/or
inuous predictor variables (X)

st prediction of a outcome variable (Y”) from the
ion of predictor variables

)+, (%) +...+ b (%)

egression coefficient of each predictor

ge with a one unit increase in X
with b values that make
as possible

Multiple Regression: Type

 Sequential (block entry or hierarchical)

— Predictor variables are entered in two or more steps
0 evaluate the relationships between a subset of
ictor variables and an outcome variable, after
ing for the effects of other subsets of

iables on the outcome variable

icance of the change in R?at
ly added predictor makes
the predictive power

Multiple Regression: Example 1

» How important are our predictor variables?

— Regression coefficients and tests of significance (t-
t)—If the coefficient is not significantly different
ero, that predictor will serve no use

istake: relative sizes of b; reflect
rtance of the predictors
important than Social Support

28



Multiple Regression: Example 1

» When considering relative magnitudes of the
oefficients, we should take into account the SD of the

Multiple Regression: Points o™
note

« Sample size considerations (rules of thumb)
— 50 + 8 * (number of predictors), or

ber of predictor variables should be smaller
e number of subjects divided by 10)

s not tell us anything about the
in regression analyses
s not mean causation”

f the variables -

Multiple Regression: Points to note

» Assumptions
— Absence of multicollinearity among predictor

ity, linearity, and homoscedasticity

rlying function between one or more of the
the criterion is not linear, then the betas
unreliable, so it is important to look
ior to the analyses

173
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Multiple Regression: Example 1

Y'=a+b (x)+b,(X)+...+b. (x,)
mmon mistake: X; and Y are strongly correlated -
0 be a significant regression coefficient in
ression models

ictor variable is done in the context of all other
ression equation

« are partialled out (or held constant),
or predicting the Y

Y on X, when we partial out

170

Multiple Regression: Points o™
note

» Should all available variables be entered in
e regression models?

ding more predictor variables can change the
f all other predictors

evant variables (e.g., intelligence) >
efficients for the remaining

flect the whole pictures

les (e.g., preference to

172
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Logistic Regression Logistic Regression

* To predict the membership in discrete groups
(outcome variable, e.g., binary) from several
dictor variables (which can be discrete or

« Can be used when the outcome (i.c., Y) is
dichotomous

sample have early-stage Alzheimer’s disease?

cer patient respond to therapy? icting the occurrence of dementia (healthy
school student smoke?

currence group as 1
ion)

Logistic Regression Logistic Regression: Points to note

« Assumptions about variable distributions are not
equired, but may have more power if there are
ivariate normality, and linearity among predictors

Goal = to find the best linear combination of
dictors to maximize the likelihood of
ing the observed outcome frequencies

ln(q) = by +byx

at the event Y occurs, p(Y=1)

i0, or logit

| |

Bonferroni Correction

It is a simple method to correct the cut-off for
tistical significant for multiple testing

= 0.05, if the test repeated for 20 times,
be 1 false positive

ated testing, we need (1 — a)"
imately equal to 1 — na.

179 180
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Estimate for test of proportion

Risk difference (p; — p,)
se if actual size of difference is of interest
raight forward and useful for survey

sk is of interest
ing the size of effect for

|

Confidence Interval

« |n statistics, a confidence interval (Cl) is a
rticular kind of interval estimate of a population
eter and is used to indicate the reliability of
te. It is an observed interval, in principle
sample to sample, that frequently
meter of interest, if the

ed. How frequently the

ins the parameter is

ce level or confidence

ICAL SOFTWARE
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Estimate for test of proportion

Odds ratio (ad / bc where a, b, c and d are 2x2
les frequencies)

or case-control studies

tely equal to relative risk when the

ed when the outcome is

using logistics

Others

* Analysis of variance
» Poisson Regression
» Kappa (inter-rater reliability)

Choosing a package

« Size of datasets

« Transferring between
packages

« Testing

« Operating system

« License versus perpetual

copy

Upgrades

Discounted versions

» Cost
Support
institution

186
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Commonly used package

Commercial

* Microsoft Excel
* SPSS

« STATA

* Minitab

SAS
STATISTICA

187 188
Variable 0cD Schizophrenia X (degrees of
(n =501 =47 freedom), p value

Mean (standard deviation) age (years) 20 36(11) 514 (506), 0.38
Sex ocp Schizophrenia I Value,

Male 3T 3B B1) 129,052 In=] =27

Female 13026) 909 IDEAS
‘Marital status Self-cate 0103 03(04)

Single 1428) 1021y Interpersonal activities 0.5(0.5) 12(0.9)

Married 34(68) 36077 1.66.(4),0.79 Communication and understanding 04005 0.70.6) -20.04

Widowed 26h . Work 0907 18(15) 39, <001

Separated - 1@ Global disability 59(L3) 1728) 45,2001
Oecupation GAF 66.6(105) 550 (20.1) 37.<001

Professional 13Q26) 6(13)

Cleical / shop owner 366 6(13)

Farer 26 12

Skilled worker loan 9419

Semi-skilled / unskilled worker 1@ 14060 388 48, 0.82

Unemployed 10a0n 6(13)

Housewife - 1)

Retired 1132 409

189 190

Adults (< 65 years)  Elderly (= 65 years)  Chi-square  p Value
=7 =121

Peychiatic diagnoses . Variable Pearson’s Significance

Organic brain syndrome 2(29%) o 383 0035 N

Densentia o 8(67%) 806 001 correlation (I')

Mental retardation 4(57%) 0 869 0.003

Schizaphsenia 3(43%) 4(33%) 017 068 Age 012 p< 0.05

Delusional disorder 0 2(17%) 130 015 B B

Depression 1(14%) 1(8%) 017 0.68 B

Bipolar affective disorder 2029%) o 383 005 Depression 0.25 p=0.01
Physical diagnoses.

Neurological 4(57%) 4(33%) 103 0.31 Hopelessness 021 p< 0.01

Gastro-intestinal / hepatic 2(29%) 1(8%) 136 04

Orthopaedic 1(14%) 2(17%) 002 089 B N

Ry N i o oo Risk rescue score  0.13 p<0.05

Endocrine 1014%) 2(17%) 0.02 089

Urological o 1(8%) 062 043

Sensery 0 1(8%) 062 043

Cardiovascular 1 (14%) 2(17%) 002 0.89
= P . . .

B . . . intent than those without morbidity (Table 1). There was a

Rty i e o clinically significant correlation between suicidal intent and

Anticonvulsant 457%) 4033%) 103 H P

[ . e e age, hopelessness, depression, and lethality of the attempt

An rics S(71%) 6(50%) 083

Antidepressants 1014%) 2017%) 0.02 (Table 2) -

191 192
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TABLE 3. Uni of potential developing 3
Characteristic Chi squared test
all Gonre. Cal x Pvalue
“ (No.) Centre
% (No)
Gender
[ 193 (188) 51781 0118 o780
Fomala 507 (173) 48329}
Age tyears)
1800 68 z) s3@ sezes  <ao0n
3164 785 (268) 18328
=65 14.7 (50) 483 (28
Education
Primary schol o balow 261 96 61.0(38) 28784 <0001
‘Secondary school 582 (188) 27.4(18)
University er sbove 13767 1nem
Marital status
Married B2.5 (282) 017 {4 0022 0.856
Others. 17.5 (50) 183 (1)
Working status®
Werking 482 (164) 317019 5641 0024
working 518076 683 (87)
Incividual monthly income
No incoms (80) 389 (128) 632 (36) e 0001

611 (201) 36.8 (1)

193

CSSA/gisability aowance 267 (24) 5639) 5,545 0,097
Civil sarvantHA benefits. 73.366) Qs

Yos. 41.3 (141) 31709 1995 0.198
58.7 (200} 68.3(41)
Treatment on haaith probleen last time
29(10) 6704 2127 0141
97.1(332) 93.3(56)
Methods of solving health problsm last time
Ask health professionaliothers 8041 274 833 (50) 0781 0677
‘Self fintemet/books/others) 7629 836
Both 123 (42) 83(5)

279 17(1) 0204 1.000
97.3(330) 98.3(59)

195

Table 3. Association beiween demographic faciors with medication adherence among patients with schizophrenia.”

Simple lineor regression pValue  Multiple linear regression  p Value
erude regression coefficient adjusted regression
®5% CT) coellicient (95% CT)
Age -0.03 (-0.07 10 0.003) 008
Gender 080 (14310 0.18) 001
Education level 019 (0.76 10 0.38) 0s1
Marital status 013 (0.56 10 0.30) 034
Oceupation 032(09710033) 032
Income -0.007 (028 10.0.27) 0385
Duration of illness 023 (05910012 019
Frequency of admission 059 (-1.05 10 0.13) 001 055 (-0.99 10 -0.10) <005
‘Type of antipsychotic 0.08 (0.49 10 0.66) 076
Abbueviation: €1 = confidence interra.
Farward, backward. and sicpt: were applied. M  felfifted,
anong deperdent variables. No rv s detected. Cocfiic (7= 0.0%,

We concluded that if adh could be add d
appropriately, the number of admissions and severity of
psychopathology could be improved, leading to better
atient outcomes. In a recent systematic review, Hayness et

197
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- fmuich beter 680 (230) 569 (33 2780 0100

Worse - much worss. 32.0(108) 431 (25)

Baing cared for by other peogle
os 2633 200012 s5a1 o
No 804 (309) BO.0 (48)

Caregiver
Yes 18.7 167) 850 4z LY
Mo 803 (273) 915 (54)

Yes a9 (112 183011 sa11 0.023
Hona 67.1 (228 1.7 (49)

283 (17) oo8 0877
71.7 43)

Table 4. Association of symptoms, insight, and social support with medication adherence among patients with
schizophrenia.’

Variable Simple linear regression Multiple linear regression
Crude regression coefficient  pValue  Adjusted regression  p Value
95% 1) coelficient (95% CT)
MsPSS 221 089-352) 085
BPRS 0.13(-02410 -002) <005 0.12(-02410-001) <005
TAQ 0.04 (:0.02 0 0.09) 019
BPRS = Scale: €1 = confi TAQ = Insight and Treatment Atitude

o were applied. o Ve
i fleryey

The relationships of social support, insight, and
psychopathology with med; dh were explored
by regression analysis. The relationships were examined
using SLR, followed by MLR. All the variables that met
the initial screening criteria (p < 0.25) were entered into
MLR. After controlling for insight, the MLR analysis
showed a significant negative linear relationship between
psychopathology and total MARS score. Increase in the
total BPRS by 1 reduced the MARS total score by 0.13

19
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You should learn...

asic concept of hypothesis test
retation of the test result

0id common mistake in medical

w when, how and

199

Thank You
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+ Oxford Handbook of Medical Statistics JL Peacock, PJ
Peacock. Oxford University Press. 2011

Statistical Methods in Medical Research 4t edition. P
mitage, G Berry, LNS Matthews. Blackwell Publishing.

Statistics Tables. HR Neave. Routledge. 1989

To sum up ‘

» Now, you may forget half of the content

ou will forget 90% of the talk within 1 week
it and revise it if you use it

tistician if necessary (better at the
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